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This paper explores the evolving landscape of collective decision-making facilitated by the integration of Artificial Intelligence
(AI). It focuses on the integration of Machine Learning (ML) in Group Decision Making Support Systems (GDSSs)– software
systems helping groups optimize decision-making. We conduct a qualitative discourse analysis and discuss five socio-technical
assumptions that underlie the integration of ML in GDSSs. While prior literature discusses integrating AI in decision sciences,
less research has focused on integrating ML in GDSS software services available in the market. Our findings and discussion
question the belief that ML-driven GDSSs inherently lead to improved decision-making by illustrating how assumptions are
translated into technical design. We argue that translating collective decision-making into technical design is a complex,
non-linear process that requires careful consideration of the social and organizational contexts in which these systems are
deployed. Finally, we identify areas for further research for technologists, facilitators, product developers, and academics to
address the limitations and potential biases inherent in ML-driven GDSSs.
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1 INTRODUCTION
The manner of group decision-making is undergoing a transformation due to the rapid advancements in Artificial
Intelligence (AI). This technological evolution is driving the creation of diverse software systems specifically
engineered to enhance collective participation, optimize information dissemination, and streamline efficient
decision-making processes across companies, communities, and democratic institutions alike.
This change is already taking place on the global stage. The Taiwanese government is experimenting with

Polis[17], a platform that leverages inclusive discussion and decision-making to inform policy [87][73]. Japan is
using Decidim [4] to foster civic participation [30]. Fora, a deep listening software system [9], is used in smaller
communities like Maine’s public schools to “strengthen student voice” as well as in NYC’s Department of Health
and Mental Hygiene to make high-risk populations “feel like they are part of the solution”. Metagov and Murmur
focus on improving collaborative decision-making in dispersed online communities and teams [13][15].

Despite their diverse applications, these tools can all be classified as Group Decision Making Support Systems
(GDSSs). GDSSs are interactive software platforms that facilitate and support collaborative group decision-
making [44]. Their aim is to help groups that are struggling with the challenges of online decision-making: group
divisiveness, information access, communication, and sentiment analysis. They typically offer a range of features
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like decision modeling, voting mechanisms, and other digital tools to help groups make better decisions in a
more efficient manner.

In pursuit of efficiency and “optimizing” decision-making processes, these tools increasingly integrate Machine
Learning (ML) into their systems. By integrating ML, GDSSs aim to foster collaboration, increase diverse opinions,
gain visibility to public sentiment, and make the decision-making process easier, faster, and simpler. While
integrating ML into GDSSs creates new potential for collective decision-making, we analyze the underlying
assumptions embedded in the design of these technologies and prompt future research to explore their potential
short and long-term implications.
Through qualitative discourse analysis [51], we find five socio-technical assumptions in ML-driven GDSSs

that build on one another. We begin with (1) the assumption that social, human processes can be replaced (or
removed) by technology to optimize for efficient decision-making. From there, we focus on the assumption that
(2) tools can optimize the process of decision-making by presuming what information, method of deliberation
(or conversation), and kind of vote will result in the best and most efficient decision. This presumption, in turn,
creates the assumption that (3) decision-making is linear. From there, a series of more technical-level assumptions
emerge about the (4) reliability of the algorithmically derived insights–specifically, (5) analyzing information
based on sameness will authentically reflect the opinions of a group.

2 GROUP DECISION-MAKING SOFTWARE SYSTEMS
GDSSs are software systems that help groups optimize decision-making [44] [50]. They aim to support groups
of varying sizes – from corporate teams to national democracies – and contexts, including digital democracy,
organizational management, and community organizing [45]. GDSSs vary in their approach (computer-based,
in-person, or hybrid), the expected decision outcomes (final vote, decision options, information gathered, idea
generation), and the target group size and level [53]. GDSSs offer a range of in-person and online approaches,
mechanisms, and tools that help groups arrive at a decision. For example, these often include online forums,
surveys, pools where participants share their opinions to inform decision-making processes, recording software
that maps key topics and groups’ sentiments in interactive displays, structured online debate interfaces that build
and visualize arguments to support consensus-building, and opinion prioritization and voting mechanisms based
on historical data or sentiment analysis).

Given GDSSs’ interdisciplinary nature, existing academic literature intersects with Information Management,
Computer Science, Human-Computer Interaction, and Computer-Supported Cooperative Work [82][78]. Litera-
ture in information management defines a GDSS as an interactive computer-based system that aims to augment
the effectiveness of decision groups through the interactive sharing of information between the group members
and the computer" [45][50]. The academic term “GDSS” is a subset of Decision Support Systems (DSS) [79]. DSS
are an umbrella term for a range of informational computer systems that aim to improve a company, organization,
government, and/or community’s decision-making capabilities. However, unlike general decision support systems,
which often make decisions autonomously, GDSSs are specifically designed to help groups of individuals make
decisions collaboratively.
As GDSSs increasingly use digital technologies to foster collaboration, Machine Learning (ML) offers new

integration capabilities in decision-making processes. Machine Learning (ML) is a subset of artificial intelligence
that empowers computers to learn from data– identify patterns, relationships, and trends within datasets–without
explicit programming. ML expands across various domains as technology advances, and the specific ML algorithm
chosen depends on the industry, challenge, and the type of data available for training and testing. Since the
early 1990s, prior works have discussed GDSS’s capabilities of integrating Intelligent mechanisms to assist,
enhance, and expedite decision-making processes. Studies throughout the 90s focused on the impact and effects
of GDSSs– such as evaluating automated versus human facilitation [66][58][31], possibilities for idea generation
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[26], testing success in achieving group consensus [93][40], effects on leadership styles [65][91][50], developing
open frameworks [63], and outlining various technical issues [25]. Recent literature on the integration of AI
in GDSS, focuses on technical implementations to improve flexible and modular GDSS systems (namely, multi-
criterion decision-making techniques, augmenting dialogues [39], generating ideas[90], negotiating solutions
[39], improving communication through NLPs [91], and building consensus models in multi-granular linguistic
context[70]) as well as predictive insights, such as using ML to predict judicial decisions [49]. A few studies have
evaluated the application of GDSS in the fields of healthcare, education, and crisis management [28] [56][79].
However, no prior research–to our knowledge– takes a qualitative approach to understanding the integration of
machine learning in group decision support software systems in the market.
As GDSSs integrate ML, their inherently interdisciplinary nature expands, taking on “new” and overlapping

classifications. For instance, in computer-supported cooperative work, GDSS are sometimes referred to as
Groupware [78] or Collaborative Decision-Making Tools [54]; in Human-Computer Interaction (HCI), they
are referred to as Interactive Decision Support Systems [79]; Science and Technology Studies (STS) uses civic
technology and/or crowdsourcing initiatives [80]; and within the field of information management, GDSS systems
using AI can be classified as a subset of Intelligent Decision Support Systems (IDSS) [88][52]. For brevity and
specificity, we refer to these systems as "ML-driven GDSS": software systems that use machine learning to help
groups of individuals make decisions.

3 METHODS
Our research investigates the utilization of machine learning (ML) in Group Decision Support Systems (GDSSs)
to understand how technology aggregates information and facilitates decision-making processes. The research
questions (RQs) guiding this study are: (RQ1) How do GDSSs use ML to support decision-making processes? (RQ2)
What assumptions underlie the implementation of MLAs in GDSS?

3.1 Data Collection
We employed a mix of keyword searches and industry reports to evaluate over 100 GDSSs based on specific
criteria (shared below). We searched for specific phrases such as “collective decision-making software” and
“digital voting tools” to find various software companies. By filtering for “similar companies,” we identified and
included a diverse range of emerging GDSSs that were not easily accessible or identifiable through traditional
sampling methods. This approach allowed us to gather a comprehensive dataset that represents the wide (and
expanding) landscape of GDSSs. Additionally, it allowed our data set to reflect the nascent nature of software
systems leveraging machine learning to support group decisions. Notably, many of the GDSSs that met our
criteria do not “self-identify” as GDSS. To identify relevant GDSSs, we evaluated software systems that met the
following criteria:

• The entity 1 must offer or use a software service.
• The entity must support groups of people of varying sizes, ranging from small groups (e.g., 5-6
members) to larger groups (e.g., hundreds or even thousands).

• The entity must be aimed at supporting the decision-making process- such as identifying group
challenges or pain points, aggregating data to support decisions, deciding on a direction, implementing a
group decision, reviewing a decision’s impact, and/or predicting future decisions.

• The entity must use a form of automation to assist decision-making processes, such as k-means
clustering, textual analysis, algorithmic sorting, chatbot assistants, etc.

1Weuse the term entity to refer to established organizations or systems, regardless of their sector. Including, for-profit companies, organizations,
non-profits, not-for-profits, collectives, governments, institutions.
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3.2 Data Analysis
Our data analysis consisted of two phases intended to further our understanding of the GDSS product landscape.
Our findings and discussion focus only on Phase II; however, we share our data analysis to provide transparency
into our process.
Phase I. In Phase I, we conducted a general landscape mapping of the 103 software systems that met our

aforementioned criteria of GDSSs. We identified each GDSS’s (1) core aims, (2) challenges, (3) approach to
addressing the challenge, (4) data source, and (5) data analysis system. We sorted the software systems based
on their core aims for internal clarity. We developed a codebook [71] to classify each “type” of software into
Civic Engagement, Community Tools, Data Analytics, Direct Decision Support, and Information Management.
From there, we identified each GDSS’s (6) intended audience, (7) target area of support in group decisions, and (8)
role of automation in their respective systems. We categorized each GDSS based on the various stages of the
decision-making process (e.g., identifying objectives, gathering information, analyzing data, making decisions,
implementing actions, reviewing outcomes, and predicting future trends). Finally, we evaluated the role of human
interaction in automation across various stages, such as data collection, processing, and analysis, distinguishing
between fully and partially automated processes.

Phase II. After reviewing the data from Phase I, we noticed significant trends regarding GDSSs’ use of Machine
Learning. Consequently, we opted to transition towards a discourse analysis approach [51]. Discourse analysis
is a valuable research method for studying the socio-technical assumptions in ML-driven software systems
because it allows us to examine how language constructs design [51]. We leverage discourse analysis to evaluate
GDSSs’ use of language, content, and UX design and understand how these elements further assumptions about
group decision-making. At times, we examined how user interfaces, such as voting mechanisms, buttons, and
marketing messages, guide users’ interactions with technology, thus reinforcing ideologies. This method provides
a nuanced understanding of the complex interplay between technology, language, and society, helping future
researchers to identify and address potential ethical and social implications of ML-driven software systems[51].
We contextualize and analyze these insights in academic literature to highlight how these software systems
reinforce specific ideologies and assumptions.
While our findings and discussion are undoubtedly grounded in Phase I, we felt that a discourse analysis

approach was ultimately more accessible and within the scope of our limitations. That said, we abstain from
reporting numerical findings from the dataset because they do not directly inform our discussion of socio-technical
assumptions in machine learning.

3.3 Limitations
Firstly, the evolving nature of ML integration in GDSS technology industry posed a challenge to our complete
comprehension of the landscape. Software companies frequently launched and integrated new AI GDSS tools
throughout our data analysis, requiring frequent adaptations and amendments to our understanding of these
systems. At times, the information was scarce, restricted to customers, or non-existent. Additionally, we acknowl-
edge inherent limitations due new updates post-data collection and unavailable information about machine
learning tools.

Secondly, the term GDSS – as an academic concept – is limited and does not fully encompass the diverse and
rapidly growing range of software systems and products we examined. The scale, focus, and applicability of
GDSSs are also evolving as intelligent technologies emerge. The nascent nature of the space, however, pushed
the limits of what constitutes “a defined group?” or what classifies “collaboration”? To address this challenge, we
developed a broad criteria of inclusion. The two researchers co-coded the data, discussing the inclusion of each
software system. While the range of GDSSs we include may extend beyond traditional existing interpretations
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of GDSS in Information Sciences and Management, we believe are able to understand a breadth of emerging
technologies and discuss wide-reaching implications.
Thirdly, our technical analysis of these software systems is grounded in the disciplines of STS, Digital Hu-

manities, and qualitative HCI research. The lead researcher’s background in digital humanities and HCI offers a
critical perspective on software systems– namely, focusing on the social and cultural implications rather than just
technical application. The second author’s background in governance, and group facilitation provided insights
into the nuanced social processes. While the lack of technical interoperability can be viewed as a limitation, we
believe that a healthy distance from the technical development is a strength. We approach this research knowing
that “expertise” takes many forms. In short, this research functions complementary to future technical studies.

4 FINDINGS AND DISCUSSION
This section outlines the landscape of ML integration in GDSSs and examines five underlying socio-technical
assumptions. Our findings and discussion challenge the notion that ML-powered GDSSs automatically enhance
decision-making by demonstrating how these assumptions influence technical design.

4.1 Landscape of GDSS integration of Machine Learning
As ML is improving at processing large unstructured datasets, GDSSs aim to leverage these technologies to
aggregate information from many participants while improving group communication, deliberation, and decision
forecasting. GDSSs, specifically, seek to leverage ML to make decision-making “easier,” “faster,” and “simpler” by
addressing a range of specific challenges:

• Online divisiveness: Existing research highlights how divisive conversations and echo chambers on
social media fuel polarization [81] [59] rather than create generative debate or mutual understanding– thus,
hindering communication and collective decision-making. To address this, GDSSs use ML to aggregate
and analyze conversations and identify areas of overlap in people’s opinions, which is then used to guide
discussions based on shared perspectives to optimize for consensus.

• A lack of diversity of opinions: Ensuring that individuals impacted by decisions have the opportunity
to participate in the decision-making process is crucial to “good governance”[77]. However, achieving
widespread inclusion can be resource-intensive, and individuals, especially socially, economically, and
politically marginalized individuals, may be inadvertently excluded. This exclusion results in the absence of
valuable local insights in decision-making. To increase the diversity of opinions and integrate participatory
processes, GDSSs [1][14]aim to automate data analysis [84] from large-scale participatory surveys [95] –
using crowdsourced analytics, they aim to identify valuable perspectives, feedback, and ideas that are often
overlooked.

• Difficulty gauging the sentiment of large groups: Prior work highlights the challenge of understanding
and interpreting group sentiments at scale[92]. As a result, governments, organizations, and institutions
apply ML-driven GDSSs to interpret group sentiment, track emerging issues, and identify areas of concern
or opportunity [89].

• Group decision-making processes can be slow.: Many organizations struggle to aggregate information
across multiple stakeholders and experience apathy in contributing [53]. ML-driven GDSSs aim to enhance
the speed, “accuracy,” and “overall effectiveness” of group decision-making within a group [5][16].

To address these challenges, GDSSs rely on ML specifically to (1) interpret the sentiment of group conversations,
(2) identify underlying themes, and (3) cluster similar topics and/or opinions within conversations. Data is typically
derived from recording group discussions, participatory surveys, and internal documents/databases. Notably,
GDSS use of ML occurs at various stages of the decision-making process (e.g., identifying core challenges,
gathering relevant data, analyzing information, deciding on decisions, and modeling future predictions), and
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currently involves various levels of human involvement. The specific ML systems GDSSs use include K-means
clustering, natural language processing, and recommender systems. We present these high-level definitions to
provide context for our discussion below.

• K-Means (or KMeans++) clustering algorithms are algorithms that attempt to create clusters in a dataset
[46][67]. In GDSSs, these algorithms are used to convert words into numerical representations (using
programs like SBERT) [19], and group words that are similar in meaning. GDSSs often employ K-means
clustering algorithms in addition to NLPs to group people based on preferences, opinions, and personas. For
instance, Polis uses K-means clustering algorithms to generate a map of participants’ opinions, clustering
participants using K-means assigned opinion groups[85].

• Natural language processing (NLP) systems specialize in interpreting and analyzing textual data. They
offer text classification, sentiment analysis, information extraction, speech recognition, and topic modeling.
NLP systems are often used to sort data into categories such as positive, negative, or neutral and/or identify
underlying topics or themes [75]. Processes such as keyword extraction play a role in summarizing content
and tagging words with sentiment score gauge sentiment, which is then used to model general sentiments
across a dataset [91]. For instance, CitizenLab [2] uses topic modeling algorithms to identify key topics
based on the co-occurrence of words in feedback submitted by citizens. It then uses visualizations (such as
word clouds, bar charts, etc.) to display the most prominent words associated with each topic and their
prevalence in the dataset.

• Recommender systems aggregate and analyze historical data that can be used to predict future outcomes.
They can assist in aggregating individual preferences or votes into a collective decision [68]. Within GDSSs,
for instance, a recommender system can analyze historical data related to a group member’s voting patterns
on N statements. Based on this analysis, it can then predict whether the member is likely to agree or
disagree with an unseen statement. Platforms such as Konveio [12] and Imagina [11] gather data from
users’ past behavior and recommend future actions that reflect existing patterns in participant data.

4.2 Socio-technical assumptions underpin the implementation of ML-driven GDSSs
The assumptions outlined in this paper build on one another, starting at the most foundational, systems-level
assumptions about decision-making, from which a set of more technical-level assumptions are made on an
algorithmic level.

4.2.1 Assumption 1: Consensus is an output. At their core, GDSSs aim to improve decision-making. By aggregating,
analyzing, and synthesizing large sets of diverse information, ML-driven GDSSs aim to help groups make decisions
faster. To do this, these systems focus on broadening participant input, identifying patterns across different data
sets, and simplifying the method and manner of choice. ML-driven GDSSs optimize for a decision (i.e., a majority
vote, commonly referred to in this context as “consensus”) as the final output of the system [47][94]. For example,
The Collective Intelligence Project (CIP), an incubator for new governance models for transformative technology,
is experimenting with using blockchain to create programmable governance that can “achieve consensus at scale”
[23]. For CIP, “consensus” is used as a synonym for a majority, such as a tallied vote. They elaborate on their
website, “Consensus is signaled through a user interface that displays the vote tallies for each option, and the
value created is represented by the financial value of the governance token” [36].

Definitionally, this assumption reduces consensus to the output of decision-making, substituting the participant-
driven process elements of consensus building with software. As a process, consensus decision-making aims to
facilitate open dialogue, active participation, and a commitment to finding solutions that everyone in the group
can accept [34][24]. In this process, it is not about having everyone “agree,” but, rather, it is about allowing a
group to achieve a shared understanding and move forward together. These processes are inherently iterative and
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non-linear in nature. Such approaches to decision-making can be found across cultures and time, from Indigenous
communities [60] and Quakers [21] to social movements [6] and pirates [86].

The current approach to ML-driven GDSSs treats consensus as an output for which the system is optimizing.
For instance, Polis organizes individual opinions by tallying votes to pinpoint areas of group cohesion [85], a
concept known as group-informed consensus[22]. Consensus statements are identified as the desirable outcome
of roundings of voting. Here, they operate under the assumption that deliberation can be deduced to three
outcomes – a "yes," "no," or "neutral" vote. A newer GDSS, called Common Ground [7], iterates on this approach.
Instead of voting on consensus statements in isolation, they “match participants into small groups of three people
where they are encouraged to deliberate over the Statements they vote on, and where an AI moderator powered
by GPT4 synthesizes new Statements from the content of their discussion”[7]. Building consensus is often costly

Fig. 1. Polis’ Data Visualization of Consensus Statements, 2021, [85]

and efficient — variables these systems seek to optimize against. For instance, Murmur writes, “Waiting around
for consensus leaves your team. . . waiting around” [15]. In many ways, the cost and the complexity associated
with it at scale are the exact problems these systems seek to solve through tech solutions.

This seems like an obvious assumption. Logically, software systems designed to support decision-making
would seek to product a decision. However, this assumption prompts the question: What is lost when we remove
or greatly condense open and inclusive deliberation, discussion, and negotiation from decision-making?
No single response exists to this question, as not all organizational or institutional constellations or group

problems require the same combination of process and outcome. And yet, by assuming consensus is an output
of the system, not a process undertaken by its participants, ML-driven GDSSs do exactly that: assume what
information and process can be condensed or removed to arrive at good outcomes for a given set of organizations
and decisions (i.e., their users). We will further explore these assumptions later on.

This optimization process also risks the loss of something at the root of the Latin word consensus — consentire
or “feel together.” How groups not only make decisions together, but coordinate and collaborate on the imple-
mentation and impact of those decisions requires group cooperation, cohesion, and trust. Group cultures that
possess these elements are often based on mutual respect and understanding — qualities so commonly cultivated
and tested in moments of overcoming conflict and disagreement [47]. Put differently: assuming that the process
ends with the output of a decision made may overlook what is needed to make the implementation of decisions
successful in practice [34]. It also may undervalue the messy alchemy of how people achieve understanding as a
group — or “feeling together”.
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4.2.2 Assumption 2: The manner and method of group decision-making can be presumed. GDSSs presume the
path a group will take in making a decision — from the information needed to inform a decision to the type
of deliberation and the method of voting. Given ML’s proficiency in analyzing information, ML-driven GDSSs
assume what information and method of deliberation is needed for group decision-making.
For example, ThoughtExchange[20] is a GDSS that gathers diverse perspectives, ideas, and feedback from

large groups to solve complex problems. One of their products [23] allows participants to share their thoughts
anonymously, view, and rate their peers’ thoughts. ThoughtExchange uses ML to analyze ratings and process
data to identify trends, patterns, and insights. The platform allows organizers to view real-time visualizations of
sentiments, priorities, and emerging consensus during the ongoing exchange. ThoughtExchange is an example of
a GDSS assuming that group participants will benefit from summarized insights about their peers’ preferences
devoid of detailed discussion. Similar assumptions manifest in GDSSs that use recommender systems that presume
suggestions based on historical data or individual preferences to expedite decision-making.

To prevent or hinder polarization, some GDSSs leverage argument-based systems that allow users to explain or
justify their vote/opinion [39]. This approach is furthered by aspect-based sentiment analysis (ABSA) technologies
that classify opinions and cluster them based on similar perspectives. Other GDSSs, like Polis, limit or remove
back-and-forth comments to minimize trolling and reduce divisiveness [18]. For example, Murmur, a platform
for collective decision-making, promotes the idea of faster decision-making by simplifying choices into binary
options — consent or object. Decisions are made with three rounds of voting to either “consent or object.” Each
decision has an expiration date and opportunities to collect feedback. Their approach assumes that (1) deliberation
hinders progress and (2) automated systems can optimize team alignment. Similar to CIP, Mumur’s approach to
consensus building is viewed as a product of aggregated preferences, in this case, tallied votes. [15]. Similarly,

Fig. 2. Murmur’s Landing Page

Polis’ consensus statement dashboard assumes a singular vote or metric may accurately capture someone’s stance

, Vol. 1, No. 1, Article . Publication date: March 2024.



Assuming Consensus: How Socio-technical Assumptions are Influencing Decision-Making in the Age of Machine Learning • 9

or context [Figure 1] [85]. They believe that if participants can visualize where their opinions lie relevant to
others, consensus can be achieved faster. It’s crucial to note, however, that deliberation yields information beyond
this binary framework. Others, like Inclusive.AI [84], are experimenting with distributed voting (instead of a
single vote) to gauge how strongly people feel about consensus statements by allowing them to distribute voting
tokens across many statements.

GDSSs use ML to streamline decision-making by reducing arguments and predicting options algorithmically.
Aiming to optimize group decision-making for consensus results in predictions about how a group will arrive at
a consensus [33]. One example presumes that data-driven recommendations can enhance the decision-making
process, while the other believes reducing argumentation and simplifying user choices will expedite group
decisions. Despite the different approaches, both presume that ML can effectively optimize the information
required for group decisions, thus reinforcing a linear process that overlooks creativity, conflict, iteration, and
flexibility in the name of optimization.

4.2.3 Assumption 3: Decision-making processes build linearly. ML-driven GDSSs simplify dynamic group facilita-
tion into digital processes to facilitate consensus. GDSSs use a range of techniques (i.e., Majority Rules, Unanimity,
Plurality, the Condorcet Method, Borda Count, the Delphi Method, and Nominal Group Techniques) to support
groups in reaching consensus. However, automating these processes comes with a trade-off, as it tends to simplify
the decision-making procedures, often adhering to linear approaches [55]. Despite efforts to build customizable

Fig. 3. An example of Polis’ process using algorithms to order and scale democratic participation [85]

[94] or modular [70] ML-driven GDSSs systems, the baseline assumption is one of linearity — that the system
itself ultimately drives towards a decision being made (see aforementioned sections 1 and 2).
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Assuming a linear approach to decision-making risks overlooking the richness of diverse perspectives, creative
solutions, and complex interactions that arise during group deliberations. When the outcome is prioritized over
the process, ML-driven GDSSs may inadvertently limit the exploration of unconventional ideas and hinder the
emergence of innovative solutions that could arise from more open-ended, non-linear approaches to decision-
making.

4.2.4 Assumption 4: Clustering information based on similarity leads to deeper insights about group sentiment.
GDSSs commonly use NLPs for sentiment analysis and topic modeling[40], with the goals of creating “trustworthy
dialogue” [9], “removing bias” [2], “amplifying real voices” [9], “developing collective intelligence” [10], and
“providing proof of listening.” In other words, they aim to leverage intelligent technologies tomake sure everyone is
heard and opinions are overlooked. However, using NLPs to profile people, ideas, and themes based on algorithmic
correlation assumes that clustering information based on similarity will lead to deeper community insights and,
therefore, optimize decision-making. This assumption runs the risk of oversimplifying contextual nuance in
datasets, overlooking individual differences, debate, and perspective as core tenets of collective decision-making
processes.
Consider Citizen Lab, a software platform used for capturing and prioritizing public opinions and ideas to

inform policy-making and group decision-making [2]. Citizen Lab uses an NLP model to analyze the most popular
keywords or concepts discussed within a community. The platform claims that by using AI and NLP, it can
understand the meaning behind each post, categorize them, and provide recommendations [29]. Specifically, they
use NLP to cluster important keywords, making frequently mentioned ones more prominent for community
managers to easily identify key topics. Similarly, Coritco’s Fora AI platform also uses social listening technologies

Fig. 4. Citizen Lab’s Keyword Map of “Community Development”[29]

to organize sentiment amongst small group dialogue based on perceived group “sameness” [9]. They focus on
“creating trust,” “promoting openness,” and “intimacy” within communities by offering software for customers to
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memorialize conversations and provide “proof of listening.” While it is unclear exactly how Fora operates, their
parent company, the Local Voices Network, uses NLP systems to extract topics from larger texts based on the
word and/or phrase frequency [3].

Fig. 5. Local Voice’s Automated Topic Generator [3]

These two examples reflect a fundamental assumption of homogeneity — that groups of sameness (in this case,
based on the frequency of specific words and or extracting emotional nuances from textual data) will contribute
to a more profound understanding of a community. While topic modeling and sentiment analysis clustering
may prove useful in some cases, this assumption will continue to (mis) interpret information, especially as these
technologies increase data interoperability [57][61][27].

Existing literature highlights the contextual issues of NLPs for sentiment analysis and topic models– specifically,
challenges in accurately understanding the context or cultural nuances of a conversation to deem the relevance
or meaning of information [61][64]. While some GDSS tools, such as Fluicity [8], are attempting to work
collaboratively with local moderators to ensure outputs reflect their specific context, this assumption goes beyond
the known challenges of lexicon differences, understanding context or cultural nuances [64], registering tonal
detection[27], and ensuring quality datasets to interrogate how these systems cluster information based on
sameness[38].

4.2.5 Assumption 5: Correlation between data points is meaningful or significant. On a foundational level, the
method of clustering information assumes that connections between data points are significant. By significant,
we mean that patterns in a dataset are not statistically random nor due to chance. GDSSs using ML analyze
datasets to identify meaningful patterns and relationships [83]. As previously discussed, they often use K-means
clustering algorithms to group similar data points based on perceived “sameness” or NLPs to categorize sentiment
and identify topics in the text [38]. Regardless of the method, identifying sameness (or correlation) is how ML
algorithms determine agreement (or consensus), and expedite collective decision-making [38].
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As individual experience is bucketed into clusters of sameness, based on correlation, GDSSs assume that
there is a “ground truth” of information that is “relevant,” “authentic,” “meaningful,” or “significant” [38]. If any
correlation could be found, what information can be considered authentic?

Wendy Chun’s book Discriminating Data explains how correlation is a co-relation and is not always significant
[38]. As technological systems reduce the number of variables to make data searchable, Chun explains how
correlation “. . . is a complicated technical process and is not simply a one-to-one relationship” [38, p.52] Rather,
correlation “measures how two or more variables vary together” [38, p.52].

However, such statistical models are often reduced to numbers, devoid of context. Safiya Noble comments on
this point, “reducing the conversation about algorithms and AI to saying it’s just math really strips away the social
context within which the math is deployed, which has all kinds of politics and meaning attached to it” [74]. For
example, correlation is directly associated with the concept of homophily, the idea that people seek out those who
are similar to themselves [69][43]. Specifically, “homophily structures networks by creating clusters; by doing so,
it also makes networks searchable” [69][62]. Moreover, “it [homophily] presumes consensus and similarity within
local clusters, making segregation a default characteristic of network neighborhoods” [38, p.78][37]. For instance,
grouping individuals based on shared attitudes, values, or opinions on specific issues–like topic modeling– is an
example of homophily in data science[72]. However, academics and technologists in the disciplines of Critical AI

Fig. 6. (Left) Illustration of homophily in network science, (Right) TalkWalker’s Keyword Map

and Information Sciences [38][32][42][74][76][48] demonstrate how grouping data (or people) based on “their
being ‘like’ one another amplifies the effects of historical inequalities”[38, p.58]. Existing literature on credit
scoring, healthcare, and social media has already explored this assumption, revealing how organizing information
based on “clusters of sameness” assumes the outcomes are significant when, in reality, they overlook differences
and result in bias and discrimination[76]. As GDSSs use technologies founded upon a privileging of “sameness,”
the understanding of collective decision-making fundamentally changes. Social processes are conflated with
algorithmic outputs that imitate flawed systems. Human experience, relationship-building, and healthy discourse
become reduced to proximity between data points.
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4.3 Discussion
ML-driven GDSSs analyze preferences, cluster people based on “similarity,” and simulate dialogues to reach
consensus faster, easier, and simpler. However, as optimization is prioritized, we find ourselves at a crossroads
where the very tools designed to unify human understanding through data-driven decisions may inadvertently
sow the discord they seek to mitigate.

A self-fulfilling prophecy occurs when an expectation or belief influences behavior, thus causing the belief to
“come true.” Simply put, ML-driven GDSS may be building “intelligent” positive feedback loops. Assumptions
inform the system’s inputs and, through correlation, confirm the outputs — creating self-fulfilling prophecies. As
Wendy Chun explains, technology organizations seek to disrupt the future by making disruption impossible[38].
ML-driven group decision support systems illustrate how technological systems arespun into the feedback loops
they aim to disrupt.
At the heart of this argument is the emerging reality that “consensus” as a collaborative social process is

collapsed into a technological system based on data science. Consentire– the ability to “feel together”– is removed.
Adrienne Maree Brown’s conversation with Autumn Brown captures this best, “Recognizing that consensus does
not mean or require equal status. It rather requires equal voice. But truly, it is also hard because our society
functions less and less along the lines of what we need, as humans, to make good decisions” [34, p.170].
When software systems conflate aggregated preferences (such as a majority vote or data points based on

proximity) as a signal of consensus, they run a risk of (1) assuming that a group that has researched collective
understanding, (2) expecting the group to feel a sense of group ownership of their decision, to recommit and
build on those decisions with future choices, and, finally, (3) obscuring accountability when future decisions have
unintended consequences.

5 FUTURE CONTRIBUTIONS
The aforementioned sociotechnical assumptions reveal numerous areas for future research in HCI, Computer-
Supported Cooperative Work (CSCW), and Decision Sciences, as well as technology product development. We
highlight opportunities for experimentation on localized implementation of ML-driven GDSS, longitudinal studies
on the impact of ML-driven GDSSs, the effects of group decision ownership, and the role of trust in augmented
vs human moderation. Future research in these areas will further a better understanding of the impact of ML on
decision-making processes and its implications for individuals and communities.

• Localized GDSS Implementation: The challenges of scaling collective decision-making processes while
maintaining context are evolving. Some GDSS tools, like Fluicity[8], aim to address this challenge by
collaborating with local moderators to ensure outputs reflect specific contexts. However, research on
localized approaches to ML-driven GDSSs is lacking. Future studies could explore how these systems
preserve, correct, or include context and colloquial lexicon, as well as the role of human moderators in
different ML-driven GDSSs and how their involvement affects group dynamics.

• Longitudinal Studies on ML Use in Group Decision-Making: While there are some studies on the
long-term impacts of GDSSs in communities studies[35], research on the evolving role of ML in GDSSs
is limited. Given that ML is still in its early stages of implementation, current research and technology
organizations should invest in monitoring the ongoing and long-term impact of ML-driven GDSSs. Such
projects could evaluate how ML-supported decisions age over time, how ML-driven GDSSs with human
moderators differ from those with AI moderation, and how communities leveraging ML-driven GDSSs
approach the attribution of decision ownership.

• Human-Computer Interaction and Collective Identity Formation: As users are increasingly exposed
to ML-driven recommendations, questions about algorithmic identity formation and its influence on
individuals’ and communities’ perceptions of self arise [66]. Future research in HCI should explore how
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these systems influence collective identity formation. One area for potential exploration is “Black box
gaslighting” [41]. Black Box gaslighting describes the phenomena where platforms “leverage perceptions
of their epistemic authority on their algorithms to undermine users’ confidence in what they know about
algorithms and destabilize credible criticism” [41]. In other words, when users assume technology is more
intelligent then one’s intuition, individuals begin to question themselves. In the context of ML-driven
GDSSs, studies should explore how decisions made through GDSSs affect in-person working dynamics,
group cohesion, and relationship building.

• Community Implementation and Algorithmic Trust: Research has shown inconsistent results when
applying group decision-making technology in different settings [58], suggesting a need to consider
the context [25]. Future research might explore the extent to which users trust in ML influences their
participation, and how context can be implied in the various stages of automation. Additionally, studies
could examine situations where GDSSs might fail to capture nuance and how these systems can be altered
to reflect difference without streamlining and reducing nuance.

6 CONCLUSION
The development of Artificial Intelligence (AI), specifically Machine Learning (ML), is changing the way groups
make decisions. In this study, we discussed a range of ML-driven GDSSs across industries–from democratic
institutions to corporations– to help groups increase collective participation, improve information flows, and
optimize decision-making. Through discourse analysis, we argue that emerging ML-driven software systems
assume that social processes of decision-making can optimized through technology. In doing so, these tools
build systems that: privilege “consensus” vis-á-vis systems of preference aggregation that overlook the intricate
dynamics of how people achieve shared understanding; presume linearity by building systems that pre-determine
the manner and method (e.g., information needed, method of deliberation, and style of voting) a group needs to
make a decision; and, finally, leverage ML systems that algorithmically validate the idea that clusters of sameness
will authentically reflect a group’s opinions. The high-level assumptions are not absolute; rather, they offer an
intervention into the current method of GDSS development and prompt further researchers, technologists, and
facilitators to explore their unfolding impact.

7 CITATIONS AND BIBLIOGRAPHIES

REFERENCES
[1] [n. d.]. Cap Collectif. https://www.cap-collectif.com
[2] [n. d.]. Citizens Foundation. https://citizens.is/
[3] [n. d.]. Cortico. https://cortico.ai/platform/
[4] [n. d.]. Decidim. https://decidim.org/
[5] [n. d.]. Dust. https://dust.tt/
[6] [n. d.]. Earth Day Wall Street Action Handbook. Technical Report. https://www.scribd.com/document/220344101/Earth-Day-Wall-

Street-Action-Handbook
[7] [n. d.]. First Report: Democratic Inputs to AI. https://findcommonground.online/top-level-pages/final-report-democratic-inputs-to-ai
[8] [n. d.]. Fluicity. https://get.flui.city/en/
[9] [n. d.]. Fora. https://fora.io/
[10] [n. d.]. Goodly Labs. https://www.goodlylabs.org
[11] [n. d.]. Imagina. https://imagina.com/en/
[12] [n. d.]. Konveio. https://www.konveio.com/
[13] [n. d.]. Metagov. https://metagov.org/
[14] [n. d.]. Mon avis citoyen. https://www.monaviscitoyen.fr/
[15] [n. d.]. Murmur. https://www.murmur.com/
[16] [n. d.]. NVivo. https://lumivero.com/products/nvivo/
[17] [n. d.]. Polis. https://pol.is/home

, Vol. 1, No. 1, Article . Publication date: March 2024.

https://www.cap-collectif.com
https://citizens.is/
https://cortico.ai/platform/
https://decidim.org/
https://dust.tt/
https://www.scribd.com/document/220344101/Earth-Day-Wall-Street-Action-Handbook
https://www.scribd.com/document/220344101/Earth-Day-Wall-Street-Action-Handbook
https://findcommonground.online/top-level-pages/final-report-democratic-inputs-to-ai
https://get.flui.city/en/
https://fora.io/
https://www.goodlylabs.org
https://imagina.com/en/
https://www.konveio.com/
https://metagov.org/
https://www.monaviscitoyen.fr/
https://www.murmur.com/
https://lumivero.com/products/nvivo/
https://pol.is/home


Assuming Consensus: How Socio-technical Assumptions are Influencing Decision-Making in the Age of Machine Learning • 15

[18] [n. d.]. pol.is report. https://pol.is/report/r3rwrinr5udrzwkvxtdkj
[19] [n. d.]. SentenceTransformers Documentation. https://www.sbert.net/
[20] [n. d.]. ThoughtExchange. https://thoughtexchange.com/collective-intelligence-platform/
[21] [n. d.]. What is Consensus Building? - PON - Program on Negotiation at Harvard Law School. https://www.pon.harvard.edu/tag/

consensus-building/
[22] 2012. Group Decision Support System. https://www.techopedia.com/definition/27843/group-decision-support-system-gdss
[23] 2023. The Collective Intelligence Project. https://cip.org
[24] 2024. Consensus Building. https://www.pon.harvard.edu/tag/consensus-building/
[25] Fran Ackermann and Colin Eden. 1994. Issues in computer and non-computer supported GDSSs. Decision Support Systems 12, 4 (Nov.

1994), 381–390. https://doi.org/10.1016/0167-9236(94)90054-X
[26] Milam W. Aiken and Olivia R. Liu Sheng. 1991. Artificial intelligence based simulation in the design of a GDSS idea generation tool.

Information & Management 21, 5 (Dec. 1991), 279–289. https://doi.org/10.1016/0378-7206(91)90004-L
[27] Ramya Akula and Ivan Garibay. 2021. Interpretable Multi-Head Self-Attention Architecture for Sarcasm Detection in Social Media.

Entropy 23, 4 (March 2021), 394. https://doi.org/10.3390/e23040394
[28] Athir Alghamdi, Raghad Alharbi, Elaaf Aljohani, and Manal Abdullah. 2024. The impact of group decision support systems on decision-

making. International Journal of Data Science 9, 1 (Jan. 2024), 64–78. https://doi.org/10.1504/IJDS.2024.135942 Publisher: Inderscience
Publishers.

[29] James Aung. 2022. How to leverage AI in community engagement. https://www.citizenlab.co/blog/civic-engagement/how-to-leverage-
ai-in-community-engagement%ef%bf%bc/

[30] Xabier E. Barandiaran, Antonio Calleja-López, Arnau Monterde, and Carol Romero. 2024. Decidim, a Technopolitical Network for
Participatory Democracy: Philosophy, Practice and Autonomy of a Collective Platform in the Age of Digital Intelligence. Springer Nature
Switzerland, Cham. https://doi.org/10.1007/978-3-031-50784-7

[31] Renee A. Beauclair. 1989. An experimental study of GDSS support application effectiveness. Journal of Information Science 15, 6 (Dec.
1989), 321–332. https://doi.org/10.1177/016555158901500603 Publisher: SAGE Publications Ltd.

[32] Ruha Benjamin. 2019. Race after Technology: Abolitionist Tools for the New Jim Code. Polity, Oxford, England. https://www.ruhabenjamin.
com/race-after-technology

[33] Robert L. Cross and Susan E. Brodt. 2001. How Assumptions of Consensus Undermine Decision Making. MIT Sloan Management Review
(Jan. 2001). https://sloanreview.mit.edu/article/how-assumptions-of-consensus-undermine-decision-making/

[34] Adrienne Maree Brown. 2017. Emergent Strategy: Shaping change, Changing Worlds. Number no. 0 in Emergent strategy series. AK
Press, Chico, CA Edinburgh.

[35] Laku Chidambaram and Robert P. Bostrom. 1993. Evolution of group performance over time: A repeated measures study of GDSS effects.
Journal of Organizational Computing and Electronic Commerce (Jan. 1993). https://doi.org/10.1080/10919399309540212 Publisher: Taylor
& Francis Group.

[36] Wendy Hui Kyong Chun. 2017. Updating to remain the same: habitual new media (first mit press new paperback edition ed.). The MIT
Press, Cambridge, Massachusetts London, England.

[37] Wendy Hui Kyong Chun. 2018. Queerying Homophily. (2018). https://doi.org/10.25969/MEDIAREP/12350 ISBN: 9783957961457
Publisher: meson press.

[38] Wendy Hui Kyong Chun and Alex Barnett. 2021. Discriminating Data: Correlation, Neighborhoods, and the New Politics of Recognition.
The MIT Press. https://doi.org/10.7551/mitpress/14050.001.0001

[39] Luís Conceição, Vasco Rodrigues, Jorge Meira, Goreti Marreiros, and Paulo Novais. 2022. Supporting Argumentation Dialogues in
Group Decision Support Systems: An Approach Based on Dynamic Clustering. Applied Sciences 12, 21 (Jan. 2022), 10893. https:
//doi.org/10.3390/app122110893 Number: 21 Publisher: Multidisciplinary Digital Publishing Institute.

[40] Sumali P Conlon, Brian J Reithel, Milam W Aiken, and Ashraf I Shirani. 1994. A natural language processing based group decision
support system. Decision Support Systems 12, 3 (Oct. 1994), 181–188. https://doi.org/10.1016/0167-9236(94)90002-7

[41] Kelley Cotter. 2023. “Shadowbanning is not a thing”: Black box gaslighting and the power to independently know and credibly critique
algorithms. Information, Communication & Society 26, 6 (April 2023), 1226–1243. https://doi.org/10.1080/1369118X.2021.1994624
Publisher: Routledge _eprint: https://doi.org/10.1080/1369118X.2021.1994624.

[42] Kate Crawford. 2021. Atlas of AI: Power, Politics, and the Planetary Costs of Artificial Intelligence. Yale University Press. https:
//yalebooks.yale.edu/9780300264630/atlas-of-ai

[43] Sergio Currarini, Matthew O. Jackson, and Paolo Pin. 2009. An Economic Model of Friendship: Homophily, Minorities, and Segregation.
Econometrica 77, 4 (2009), 1003–1045. https://www.jstor.org/stable/40263853 Publisher: [Wiley, The Econometric Society].

[44] Gerardine DeSanctis and Brent Gallupe. 1984. Group decision support systems: a new frontier. ACM SIGMIS Database: the DATABASE
for Advances in Information Systems 16, 2 (Dec. 1984), 3–10. https://doi.org/10.1145/1040688.1040689

[45] Gerardine DeSanctis and R. Brent Gallupe. 1987. A Foundation for the Study of Group Decision Support Systems. Management Science
33, 5 (1987), 589–609. https://www.jstor.org/stable/2632288 Publisher: INFORMS.

, Vol. 1, No. 1, Article . Publication date: March 2024.

https://pol.is/report/r3rwrinr5udrzwkvxtdkj
https://www.sbert.net/
https://thoughtexchange.com/collective-intelligence-platform/
https://www.pon.harvard.edu/tag/consensus-building/
https://www.pon.harvard.edu/tag/consensus-building/
https://www.techopedia.com/definition/27843/group-decision-support-system-gdss
https://cip.org
https://www.pon.harvard.edu/tag/consensus-building/
https://doi.org/10.1016/0167-9236(94)90054-X
https://doi.org/10.1016/0378-7206(91)90004-L
https://doi.org/10.3390/e23040394
https://doi.org/10.1504/IJDS.2024.135942
https://www.citizenlab.co/blog/civic-engagement/how-to-leverage-ai-in-community-engagement%ef%bf%bc/
https://www.citizenlab.co/blog/civic-engagement/how-to-leverage-ai-in-community-engagement%ef%bf%bc/
https://doi.org/10.1007/978-3-031-50784-7
https://doi.org/10.1177/016555158901500603
https://www.ruhabenjamin.com/race-after-technology
https://www.ruhabenjamin.com/race-after-technology
https://sloanreview.mit.edu/article/how-assumptions-of-consensus-undermine-decision-making/
https://doi.org/10.1080/10919399309540212
https://doi.org/10.25969/MEDIAREP/12350
https://doi.org/10.7551/mitpress/14050.001.0001
https://doi.org/10.3390/app122110893
https://doi.org/10.3390/app122110893
https://doi.org/10.1016/0167-9236(94)90002-7
https://doi.org/10.1080/1369118X.2021.1994624
https://yalebooks.yale.edu/9780300264630/atlas-of-ai
https://yalebooks.yale.edu/9780300264630/atlas-of-ai
https://www.jstor.org/stable/40263853
https://doi.org/10.1145/1040688.1040689
https://www.jstor.org/stable/2632288


16 • Barakat and Canon

[46] Chris Ding and Xiaofeng He. 2004. K-means clustering via principal component analysis. In Proceedings of the twenty-first international
conference on Machine learning (ICML ’04). Association for Computing Machinery, New York, NY, USA, 29. https://doi.org/10.1145/
1015330.1015408

[47] Larry Dressler. [n. d.]. Consensus Through Conversation: How to Achieve High-Commitment Decisions. Technical Report. Berrett-Koehler
Publishers.

[48] Virginia Eubanks. 2018. Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor (new york, ny ed.). St. Martin’s
Press. https://us.macmillan.com/books/9781250074317/automatinginequality

[49] Jessica Fjeld, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar. 2020. Principled Artificial Intelligence: Mapping
Consensus in Ethical and Rights-based Approaches to Principles for AI. Berkman Klein Center for Internet & Society (2020). https:
//dash.harvard.edu/handle/1/42160420

[50] R.B. Gallupe. 1990. Suppressing the contribution of the group’s best member: is GDSS use appropriate for all group tasks?. In Twenty-Third
Annual Hawaii International Conference on System Sciences, Vol. 3. 13–22 vol.3. https://doi.org/10.1109/HICSS.1990.205323

[51] James Paul Gee. 2014. An Introduction to Discourse Analysis: Theory and Method. Routledge. Google-Books-ID: 4U3IAgAAQBAJ.
[52] Henner Gimpel, Vanessa Graf-Seyfried, Robert Laubacher, and Oliver Meindl. 2023. Towards Artificial Intelligence Augmenting

Facilitation: AI Affordances in Macro-Task Crowdsourcing. Group Decision and Negotiation 32, 1 (Feb. 2023), 75–124. https://doi.org/10.
1007/s10726-022-09801-1

[53] Mark Gradstein, Shmuel Nitzan, and Jacob Paroush. 1990. Collective decision making and the limits on the organization’s size. Public
Choice 66, 3 (Sept. 1990), 279–291. https://doi.org/10.1007/BF00125779

[54] J. Grudin. 1994. Computer-supported cooperative work: history and focus. Computer 27, 5 (May 1994), 19–26. https://doi.org/10.1109/2.
291294 Conference Name: Computer.

[55] John Hammond, Ralph Keeney, and Howard Raiffa. 1998. The Hidden Traps in Decision Making. Harvard Business Review (Oct. 1998).
https://hbr.org/1998/09/the-hidden-traps-in-decision-making-2

[56] Myron Hatcher. 1990. Uniqueness of Group Decision Support Systems (GDSS) in medical and health applications. Journal of Medical
Systems 14, 6 (Dec. 1990), 351–364. https://doi.org/10.1007/BF00996715

[57] Reem Hilu. 2024. Long Histories of Mediated Community: An Interview with Wendy Hui Kyong Chun. Feminist Media Histories 10, 1
(Jan. 2024), 17–27. https://doi.org/10.1525/fmh.2024.10.1.17

[58] T.H. Ho and K.S. Raman. 1991. The Effect of GDSS and Elected Leadership on Small Group Meetings. Journal of Management
Information Systems 8, 2 (Sept. 1991), 109–133. https://doi.org/10.1080/07421222.1991.11517923 Publisher: Routledge _eprint:
https://doi.org/10.1080/07421222.1991.11517923.

[59] Sara B. Hobolt, Katharina Lawall, and James Tilley. 2023. The Polarizing Effect of Partisan Echo Chambers. American Political Science
Review (Dec. 2023), 1–16. https://doi.org/10.1017/S0003055423001211

[60] Kahente Horn-Miller. 2013. What Does Indigenous Participatory Democracy Look Like? Kahnawà:Ke’s Community Decision Making
Process. https://papers.ssrn.com/abstract=2437675

[61] Doaa Mohey El-Din Mohamed Hussein. 2018. A survey on sentiment analysis challenges. Journal of King Saud University - Engineering
Sciences 30, 4 (Oct. 2018), 330–338. https://doi.org/10.1016/j.jksues.2016.04.002

[62] Matthew O. Jackson. 2008. Average Distance, Diameter, and Clustering in Social Networks with Homophily. https://doi.org/10.48550/
arXiv.0810.2603 arXiv:0810.2603 [physics].

[63] Nikos I. Karacapilidis and Costas P. Pappis. 1997. A framework for group decision support systems: Combining AI tools and OR
techniques. European Journal of Operational Research 103, 2 (Dec. 1997), 373–388. https://doi.org/10.1016/S0377-2217(97)00126-4

[64] Svetlana Kiritchenko and Saif M. Mohammad. 2018. Examining Gender and Race Bias in Two Hundred Sentiment Analysis Systems.
https://doi.org/10.48550/arXiv.1805.04508 arXiv:1805.04508 [cs].

[65] Lai-Huat Lim, K. S. Raman, and Kwok-Kee Wei. 1994. Interacting effects of GDSS and leadership. Decision Support Systems 12, 3 (Oct.
1994), 199–211. https://doi.org/10.1016/0167-9236(94)90004-3

[66] M. Limayem, J.E. Lee-Partridge, G.W. Dickson, and G. DeSanctis. 1993. Enhancing GDSS effectiveness: automated versus human
facilitation. In [1993] Proceedings of the Twenty-sixth Hawaii International Conference on System Sciences, Vol. iv. IEEE, Wailea, HI, USA,
95–101. https://doi.org/10.1109/HICSS.1993.284171

[67] Qian Liu, Hangyao Wu, and Zeshui Xu. 2021. Consensus model based on probability K-means clustering algorithm for large scale group
decision making. International Journal of Machine Learning and Cybernetics 12, 6 (June 2021), 1609–1626. https://doi.org/10.1007/s13042-
020-01258-5

[68] Linyuan Lü, Matúš Medo, Chi Ho Yeung, Yi-Cheng Zhang, Zi-Ke Zhang, and Tao Zhou. 2012. Recommender systems. Physics Reports
519, 1 (Oct. 2012), 1–49. https://doi.org/10.1016/j.physrep.2012.02.006

[69] Peter V. Marsden. 1988. Homogeneity in confiding relations. Social Networks 10, 1 (1988), 57–76. https://doi.org/10.1016/0378-
8733(88)90010-X Place: Netherlands Publisher: Elsevier Science.

[70] Francisco Mata, Luis MartÍnez, and Enrique Herrera-Viedma. 2009. An Adaptive Consensus Support Model for Group Decision-
Making Problems in a Multigranular Fuzzy Linguistic Context. IEEE Transactions on Fuzzy Systems 17, 2 (April 2009), 279–290.

, Vol. 1, No. 1, Article . Publication date: March 2024.

https://doi.org/10.1145/1015330.1015408
https://doi.org/10.1145/1015330.1015408
https://us.macmillan.com/books/9781250074317/automatinginequality
https://dash.harvard.edu/handle/1/42160420
https://dash.harvard.edu/handle/1/42160420
https://doi.org/10.1109/HICSS.1990.205323
https://doi.org/10.1007/s10726-022-09801-1
https://doi.org/10.1007/s10726-022-09801-1
https://doi.org/10.1007/BF00125779
https://doi.org/10.1109/2.291294
https://doi.org/10.1109/2.291294
https://hbr.org/1998/09/the-hidden-traps-in-decision-making-2
https://doi.org/10.1007/BF00996715
https://doi.org/10.1525/fmh.2024.10.1.17
https://doi.org/10.1080/07421222.1991.11517923
https://doi.org/10.1017/S0003055423001211
https://papers.ssrn.com/abstract=2437675
https://doi.org/10.1016/j.jksues.2016.04.002
https://doi.org/10.48550/arXiv.0810.2603
https://doi.org/10.48550/arXiv.0810.2603
https://doi.org/10.1016/S0377-2217(97)00126-4
https://doi.org/10.48550/arXiv.1805.04508
https://doi.org/10.1016/0167-9236(94)90004-3
https://doi.org/10.1109/HICSS.1993.284171
https://doi.org/10.1007/s13042-020-01258-5
https://doi.org/10.1007/s13042-020-01258-5
https://doi.org/10.1016/j.physrep.2012.02.006
https://doi.org/10.1016/0378-8733(88)90010-X
https://doi.org/10.1016/0378-8733(88)90010-X


Assuming Consensus: How Socio-technical Assumptions are Influencing Decision-Making in the Age of Machine Learning • 17

https://doi.org/10.1109/TFUZZ.2009.2013457 Conference Name: IEEE Transactions on Fuzzy Systems.
[71] Nora McDonald, Sarita Schoenebeck, and Andrea Forte. 2019. Reliability and Inter-rater Reliability in Qualitative Research: Norms

and Guidelines for CSCW and HCI Practice. Proceedings of the ACM on Human-Computer Interaction 3, CSCW (Nov. 2019), 72:1–72:23.
https://doi.org/10.1145/3359174

[72] Miller McPherson, Lynn Smith-Lovin, and James M. Cook. 2001. Birds of a Feather: Homophily in Social Networks. Annual Review of
Sociology 27 (2001), 415–444. https://www.jstor.org/stable/2678628 Publisher: Annual Reviews.

[73] Carl Miller. [n. d.]. Taiwan is making democracy work again. It’s time we paid attention. Wired UK ([n. d.]). https://www.wired.co.uk/
article/taiwan-democracy-social-media Section: tags.

[74] Safiya Umoja Noble. 2018. Algorithms of Oppression: How Search Engines Reinforce Racism. NYU Press. https://doi.org/10.2307/j.
ctt1pwt9w5

[75] Tadashi Nomoto. 2022. Keyword Extraction: A Modern Perspective. SN Computer Science 4, 1 (Dec. 2022), 92. https://doi.org/10.1007/
s42979-022-01481-7

[76] Cathy O’Neil. 2016. Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy (first edition ed.). Crown,
New York.

[77] Elinor Ostrom. 2015. Governing the Commons: The Evolution of Institutions for Collective Action (1 ed.). Cambridge University Press.
https://doi.org/10.1017/CBO9781316423936

[78] J.D. Palmer, N.A. Fields, and P. Lane Brouse. 1994. Multigroup decision-support systems in CSCW. Computer 27, 5 (May 1994), 67–72.
https://doi.org/10.1109/2.291289 Conference Name: Computer.

[79] Clare Pollock and Andrew Kanachowski. 1993. Application of theories of decision making to group decision support systems (GDSS).
International Journal of Human–Computer Interaction 5, 1 (Jan. 1993), 71–94. https://doi.org/10.1080/10447319309526056 Publisher:
Taylor & Francis _eprint: https://doi.org/10.1080/10447319309526056.

[80] Peter Rosen and Robert Greve. 2012. The Use of Mobile Devices as Group Wisdom Support Systems to Support Dynamic Crowdsourcing
Efforts. AMCIS 2012 Proceedings (July 2012). https://aisel.aisnet.org/amcis2012/proceedings/DecisionSupport/17

[81] Amy Ross Arguedas, Craig T. Robertson, Richard Fletcher, and Rasmus Kleis Nielsen. 2022. Echo chambers, filter bubbles, and polarisation:
a literature review. Technical Report. Reuters Institute for the Study of Journalism. https://doi.org/10.60625/RISJ-ETXJ-7K60

[82] V. Sambamurthy and Wynne W. Chin. 1994. The Effects of Group Attitudes Toward Alternative GDSS Designs on the Decision-making
Performance of Computer-Supported Groups*. Decision Sciences 25, 2 (1994), 215–241. https://doi.org/10.1111/j.1540-5915.1994.tb00801.x
_eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1540-5915.1994.tb00801.x.

[83] Prashant Sharma. 2021. Understanding K-means Clustering in Machine Learning(With Examples). https://www.analyticsvidhya.com/
blog/2021/11/understanding-k-means-clustering-in-machine-learningwith-examples/

[84] Tanusree Sharma, Jongwon Park, Yujin Kwon, and Yiren Liu. [n. d.]. Inclusive AI: Engaging Underserved Populations in Democratic
Decision-Making on AI. ([n. d.]).

[85] Christopher Small, Michael Bjorkegren, Lynette Shaw, Colin Megill, and Timo Erkkila. 2021. Polis: Scaling Deliberation by Mapping
High Dimensional Opinion Spaces. RECERCA. Revista de Pensament i Anàlisi (July 2021). https://doi.org/10.6035/recerca.5516

[86] James Surowiecki. 2007. The Pirates’ Code. The New Yorker (2007). https://www.newyorker.com/magazine/2007/07/09/the-pirates-code
[87] Audrey Tang. 2019. Opinion | A Strong Democracy Is a Digital Democracy. The New York Times (Oct. 2019). https://www.nytimes.com/

2019/10/15/opinion/taiwan-digital-democracy.html
[88] Ahmad Tariq and Khan Rafi. 2012. Intelligent Decision Support Systems- A Framework. Information and Knowledge Management 2, 6

(2012), 12. https://www.iiste.org/Journals/index.php/IKM/article/view/2492
[89] Nhung Tran. 2021. The Role of Social Listening in a Marketing Campaign. Ph. D. Dissertation. Karelia University of Applied Sciences

Degree Programme in International Business.
[90] Thi Ngoc Trang Tran, Alexander Felfernig, and Viet Man Le. 2023. An overview of consensus models for group decision-making and

group recommender systems. User Modeling and User-Adapted Interaction (Sept. 2023). https://doi.org/10.1007/s11257-023-09380-z
[91] José Ramón Trillo, Enrique Herrera-Viedma, Juan Antonio Morente-Molinera, and Francisco Javier Cabrerizo. 2023. A large scale group

decision making system based on sentiment analysis cluster. Information Fusion 91 (March 2023), 633–643. https://doi.org/10.1016/j.
inffus.2022.11.009

[92] Mayur Wankhade, Annavarapu Chandra Sekhara Rao, and Chaitanya Kulkarni. 2022. A survey on sentiment analysis methods,
applications, and challenges. Artificial Intelligence Review 55, 7 (Oct. 2022), 5731–5780. https://doi.org/10.1007/s10462-022-10144-1

[93] Richard T. Watson, Gerardine DeSanctis, and Marshall Scott Poole. 1988. Using a GDSS to Facilitate Group Consensus: Some Intended
and Unintended Consequences. MIS Quarterly 12, 3 (1988), 463–478. https://doi.org/10.2307/249214 Publisher: Management Information
Systems Research Center, University of Minnesota.

[94] Santoso Wibowo and Hepu Deng. 2013. Consensus-based decision support for multicriteria group decision making. Computers &
Industrial Engineering 66, 4 (Dec. 2013), 625–633. https://doi.org/10.1016/j.cie.2013.09.015

[95] Elizabeth Wiltshire. 2022. Decisions on Digitalisation: Using Participatory Democracy for Better Policy. Tony Blair Institute for
Global Change (Jan. 2022). https://www.institute.global/insights/tech-and-digitalisation/decisions-digitalisation-using-participatory-

, Vol. 1, No. 1, Article . Publication date: March 2024.

https://doi.org/10.1109/TFUZZ.2009.2013457
https://doi.org/10.1145/3359174
https://www.jstor.org/stable/2678628
https://www.wired.co.uk/article/taiwan-democracy-social-media
https://www.wired.co.uk/article/taiwan-democracy-social-media
https://doi.org/10.2307/j.ctt1pwt9w5
https://doi.org/10.2307/j.ctt1pwt9w5
https://doi.org/10.1007/s42979-022-01481-7
https://doi.org/10.1007/s42979-022-01481-7
https://doi.org/10.1017/CBO9781316423936
https://doi.org/10.1109/2.291289
https://doi.org/10.1080/10447319309526056
https://aisel.aisnet.org/amcis2012/proceedings/DecisionSupport/17
https://doi.org/10.60625/RISJ-ETXJ-7K60
https://doi.org/10.1111/j.1540-5915.1994.tb00801.x
https://www.analyticsvidhya.com/blog/2021/11/understanding-k-means-clustering-in-machine-learningwith-examples/
https://www.analyticsvidhya.com/blog/2021/11/understanding-k-means-clustering-in-machine-learningwith-examples/
https://doi.org/10.6035/recerca.5516
https://www.newyorker.com/magazine/2007/07/09/the-pirates-code
https://www.nytimes.com/2019/10/15/opinion/taiwan-digital-democracy.html
https://www.nytimes.com/2019/10/15/opinion/taiwan-digital-democracy.html
https://www.iiste.org/Journals/index.php/IKM/article/view/2492
https://doi.org/10.1007/s11257-023-09380-z
https://doi.org/10.1016/j.inffus.2022.11.009
https://doi.org/10.1016/j.inffus.2022.11.009
https://doi.org/10.1007/s10462-022-10144-1
https://doi.org/10.2307/249214
https://doi.org/10.1016/j.cie.2013.09.015
https://www.institute.global/insights/tech-and-digitalisation/decisions-digitalisation-using-participatory-democracy-better-policy
https://www.institute.global/insights/tech-and-digitalisation/decisions-digitalisation-using-participatory-democracy-better-policy


18 • Barakat and Canon

democracy-better-policy

Received March 2024

, Vol. 1, No. 1, Article . Publication date: March 2024.

https://www.institute.global/insights/tech-and-digitalisation/decisions-digitalisation-using-participatory-democracy-better-policy
https://www.institute.global/insights/tech-and-digitalisation/decisions-digitalisation-using-participatory-democracy-better-policy

	Abstract
	1 Introduction
	2 Group Decision-Making Software Systems
	3 Methods
	3.1 Data Collection
	3.2 Data Analysis
	3.3 Limitations

	4 Findings and Discussion
	4.1 Landscape of GDSS integration of Machine Learning
	4.2 Socio-technical assumptions underpin the implementation of ML-driven GDSSs
	4.3 Discussion

	5 Future Contributions
	6 Conclusion
	7 Citations and Bibliographies
	References

